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Abstract. Orchids are one of the Indonesian people's most widely cultivated ornamental plants. Orchids are a family of 

plants in the Orchidaceae family that includes more than 700 genera and around 28,000 individual species. In terms of 
plant morphology, orchids can be distinguished based on the morphology of flowers, leaves, fruits, stems, and roots. 

Orchid leaves have their characteristics for each type of orchid, such as long, round, or lanceolate. All orchids have leaf 

veins that are parallel to the leaves. This makes it difficult to identify the type of orchid flower, especially for laypeople 

who are new to orchid cultivation and do not yet know the characteristics of various kinds of orchids. The individual 
shapes of orchid leaves can be classified using Random Forest and Histogram of Oriented Gradients (HOG). In this 

study, three types of orchids that are currently popular with orchid lovers were used, namely Cattleya, Phalaenopsis, and 

Vanda orchids taken from public data. The accuracy of this method in classifying orchid types based on leaf morphology 

can be measured using a confusion matrix that measures accuracy, precision, recall, and F1-score. The test results show 
that this method successfully achieved an accuracy of 98%, with an average precision, recall, and F1-score of 0.98 each. 

These findings indicate that the model built can classify orchid species with a high level of accuracy based on leaf 

morphology. 
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INTRODUCTION 

Orchids are one of the most widely cultivated and popular ornamental plants, especially among Indonesians. In 

Indonesia, there are an estimated 5000-6000 species of orchids spread throughout regions such as Kalimantan, Java, 

and Papua [1] [2]. Of the types of orchids spread throughout Indonesia, 29 species are included in the rare category. 

Therefore, orchids are included in the protected plants in Government Regulation Number 7 of 1999 concerning the 

Preservation of Plants and Animals. 

Orchid plants have high economic value because they have special characteristics with unique lip shapes and 

colors or labellums that distinguish them from other plants and have aesthetic value. Orchids have the Latin name 

orchidaceae as one type of ornamental plant with all its stunning uniqueness that has attracted the attention of 

ornamental plant enthusiasts both from within and outside the country [3]. According to Pratyaswara, et al. (2017) 

one type of orchid flower can have characteristics in the form of different shapes and colors so that it can make it 

difficult for people to identify the type of orchid flower [4]. 

Orchid flowers have a basic structure of three sepals (petals) and three petals (flower crowns). One way to 

distinguish one type of orchid from another is by looking at the color, texture, and petals of the orchid flower [5]. By 

knowing these differences, someone can identify the type of orchid flower. However, in general, the types of orchid 

flowers have similarities in color, texture and petals. This is what causes someone to have difficulty in identifying 
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the type of orchid flower, especially lay people or people who are new to the orchid cultivation business who do not 

yet know the characteristics of several types of orchid flowers. Therefore, effective technology is needed to classify 

orchid types with high accuracy and optimal time efficiency. 

One of the technologies that can be utilized in orchid image classification is digital image processing that relies 

on the Histogram of Oriented Gradients (HOG) feature. HOG is a feature extraction technique in image processing 

that groups pixel gradient values according to the orientation of the direction in each local part of the image [6]. The 

HOG feature has been shown to be able to capture important texture and shape information in images, making it one 

of the popular methods in visual feature extraction for object classification [7]. In the context of plant classification, 

the HOG feature is able to represent variations in shape and texture well, which is essential for the identification of 

diverse orchid species. 

The random forest method is an ensemble machine learning algorithm that has been successfully used in various 

classification applications [8]. According to Mekha and Teeyasuksaet (2021)  Random forest or collection of 

decision trees is a combined regression learning method for classification and other methods [9]. The random forest 

algorithm is created using many decision trees for training and displays the classification prediction results 

(regression) of each tree. This algorithm utilizes a collection of decision trees to produce accurate and stable 

predictions [10]. This method also has the advantage of reducing the overfitting problem that is common in single 

decision trees, and shows strong performance in classifying data with complex visual features, such as in plant 

images. Therefore, the combination of HOG features and the random forest algorithm is expected to improve 

performance in classifying orchid types accurately. 

Previous research related to plant classification through leaf images has been carried out including the following: 

Research conducted by Meiriyama and Sudiadi (2022) on the classification of herbal leaf types using random forest 

based on the HOG feature. The images that have been separated between training data and test data are converted to 

grayscale and resized to 816x612 pixels, then the image is extracted using the HOG feature to produce a vector with 

a length of 1x3168. The random forest algorithm used for herbal leaf classification has an overall accuracy of 

85.33% [11]. In the study Ibrahim et al. (2018) conducted a study on the classification of 10 types of herbal plant 

leaves using the HOG method, Local Binary Pattern (LBP), and Speeded Up Robust Features (SURF) with the 

classification algorithm used is Support Vector Machine (SVM) [12]. 

This study uses leaf data from three popular orchid species, namely Cattleya, Phalaenopsis, and Vanda, which 

are classified using the HOG and random forest methods. Model accuracy is evaluated using a confusion matrix that 

measures accuracy, precision, recall, and F1-score. This study aims to develop a classification model that combines 

HOG features and the random forest method in the process of identifying orchid species and is expected to provide 

high accuracy in identifying orchid species based on leaf morphology. 

METHODS  

The following are several stages carried out to classify orchid types using random forest and HOG which can be 

seen in FIGURE 1. 

 

 

 

 

 

 

 

 

 

 
FIGURE 1. Research Stages 

 

1. Problem Identification 

Defining the problem in automatic classification of orchid leaf types. The main challenge in this study is to 

recognize the specific characteristics of three different orchid species such as Cattleya, Phalaenopsis, and Vanda 

based on the visual characteristics of their leaves. At this stage, the study defines in detail the visual 

Problem Identification Literature Study Data Collection 

System Design Implementation 
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characteristics of the leaves and establishes the classification boundaries needed to distinguish each type of 

orchid leaf. 

2. Literature Study 

Literature study conducted to gather in-depth information about the methods and theories to be used. This study 

utilizes the random forest method as an ensemble-based machine learning algorithm that combines several 

decision trees to improve classification accuracy. In addition, HOG is used as a feature extraction method that 

captures texture and shape patterns from leaf images that are useful for distinguishing the visual characteristics 

of orchid leaves. The literature study also includes a literature review of the specific characteristics of orchid 

leaves that help understand the differences in shape, color, and texture patterns as distinguishing features in 

classification. 

 

3. Data Collection 

At this stage, the data collection is taken from the public dataset on the Kaggle website 

(https://www.kaggle.com/datasets/raihanallaam/orchid-genus). The dataset consists of 2100 images. These 

images are divided into three types of orchids, namely: Cattleya, Phalaenopsis, and Vanda. Each type of orchid 

has 700 images, with a size of 222 x 224 pixels. 

 

4. System Design 

The preprocessing stage is carried out on image data, namely feature extraction using HOG and random forest 

for classification. There are two stages, namely the training stage and the data testing stage. The training stage is 

carried out to determine the type of orchid leaf to be used. Each orchid leaf image will be converted using HOG 

feature extraction and the results will be used for the random forest method training process. After this process 

is complete, the model data can be used for testing. Furthermore, the type of orchid leaf will be converted into 

HOG feature extraction and the resulting image will be used in the checking process. After the checking process 

is complete, data is obtained that is close to or the same as the model.  

 

5. Implementation 

Implementing the design into the interface. At this stage, the design that has been created is implemented into 

the program using the Python programming language. The existing dataset will be extracted with the HOG 

feature. At the evaluation stage, the Confusion Matrix is used to assess the performance of the model. The 

Confusion Matrix compares the model's prediction results against the test data with the actual labels, thus 

providing information on the number of correct and incorrect predictions for each type of orchid. By using the 

Confusion Matrix, we can calculate evaluation metrics such as accuracy, precision, recall, and F1-score, which 

provide an overview of the overall performance of the classification model. 

RESULTS AND DISCUSSION 

In this section, we discuss the results of experiments using several machine learning models to identify orchid 

species. These experiments involved a comprehensive series of steps, including: 

Data Acquisition 

The data used in this study comes from a public dataset containing 2100 orchid leaf images from three types: 

Cattleya, Phalaenopsis, and Vanda. Each type of orchid has 700 images with a resolution of 222x224 pixels. This 

data is then split into training data and test data to build and test the model. 

 

Data Pre-processing 

At this stage, each image goes through a feature extraction process using the Histogram of Oriented Gradients 

(HOG) to obtain visual features that can represent the morphological characteristics of orchid leaves. The results of 

this HOG extraction are then used as input for the machine learning model. 

 

HOG Feature Extraction 

Feature extraction is done to obtain the characteristics of each image and these characteristics are used to 

recognize the image later. Some libraries used in this study include numpy which is used for numeric operations and 

multidimensional arrays. Then matplotlib which is used to create graphs and data visualization. While the skimage 

library is used to read and write images, and the sklearn library is used for the random forest algorithm. 
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The purpose of HOG extraction includes resizing the data to 128 x 64 pixels so that the image has a consistent 

size, most importantly for further processing and feature extraction. Then change the image shape into grayscale 

format because HOG features are usually extracted from grayscale images where color information is not needed to 

detect texture features. Next, determine the cell size to calculate the gradient histogram (in pixels) which is 8, 8, the 

block size containing several cells for normalization is 2, 2. This function will return two results, namely features in 

the form of a numeric array containing HOG features extracted from the image and used for model training and 

hog_image_rescaled which is a visualization image of the HOG feature for monitoring and analysis purposes. The 

following is an example of a Phalaenopis orchid flower image used for the HOG process presented in FIGURE 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 2. HOG Extraction of Phalaenopsis Orchid Type 

 

The histogram form is the result of feature extraction that has been done using HOG using this feature and then 

classification can be done. The following are the results of HOG in the form of a histogram presented in FIGURE 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 3. HOG Results in Histogram Form 

 

 

Classification Model 

After successfully obtaining the characteristics of all types of orchids, the next process is to create a 

classification model. The classification model that will be built uses a random forest where this algorithm is able to 

classify well. Random forest works by building many decision trees and combining the results to improve prediction 

accuracy. The training process uses a random forest by initiating the value of the estimator to 100, this value is used 

to determine the number of decision trees that will be built in the forest. In this case, the model will build 100 

decision trees. More trees usually improve model performance but also increase computing time. Furthermore, 

random_state = 42 is a parameter used to ensure consistent results every time the code is run. This is a random value 
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used to control the decision tree creation process. By setting random_state to ensure that data distribution and 

decision tree selection are the same every time the model is run. 

 

Model Evaluation 

The model training results are evaluated using a confusion matrix. Confusion matrix is an important evaluation 

tool in machine learning and statistics used to measure the performance of a classification model [13]. This 

visualization makes it easier to assess the classification error and accuracy of the built model which can be seen in 

FIGURE 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 4. Confusion Matrix Results 

 

The confusion matrix results of the built model can be seen in FIGURE 4, there are 100 images of the cattleya 

type with true positive values and 0 for the false positive, true negative, and false negative parameters, and so on for 

images of the phalaenopsis and vanda types. For the overall metrics, they can be calculated using the accuracy, 

precision, recall, and f1-score parameters. The results of the overall model evaluation metrics are as seen in TABLE 

1. 
TABLE 1. Overall Model Evaluation Metrics 

Label Presisi Recall F1-Score 

Cattleya 0.97 1.00 0.99 

Phalaenopsis 0.97 0.98 0.98 

Vanda 1.00 0.96 0.98 

 

In TABLE 1, the average Precision (Weighted) value is 0.98, the average Recall (Weighted) is 0.98, and the 

average F1-Score (Weighted) is 0.98. From the average results obtained, it can be concluded that the model built is 

good. 

CONCLUSIONS 

Based on the results of this study, it can be concluded that the Random Forest method with the HOG (Histogram 

of Oriented Gradients) feature successfully classified three types of Cattleya, Phalaenopsis, and Vanda orchids with 

a very high level of accuracy, which is 98%. The evaluation results using the confusion matrix showed an average 

value of precision, recall, and F1-score of 0.98 each, indicating the reliability of the model in detecting and 

distinguishing the three types of orchids based on leaf morphology. This success shows that the developed model 

can be used as a reference in the process of identifying orchid types accurately and efficiently, which is useful for 

both beginners and practitioners in orchid cultivation. 
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